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Introduction

We will cover proper configuration and best practices for leveraging NetApp ONTAP and Veeam® Backup & Replication™
in this whitepaper. Advanced settings and options are available within the GUI and through registry changes.
Customizing the deployment of Veeam to suit your environment will result in better performance and lower overhead.

Information on system requirements and limitations

Before you start your implementation, please check the system requirements and limitations when using Veeam
in combination with NetApp ONTAP.

To get the latest updates, please follow the links below:

Veeam Backup & Replication v9 requirements and limitations for ONTAP:
https://helpcenteryveeam.com/backup/vsphere/storage_limitations_netapp.html

Veeam Backup & Replication v9 supported ONTAP versions:
https://helpcenteryveeam.com/backup/vsphere/system_requirements.html#storage

Veeam Backup & Replication 9.5 requirements and limitations for ONTAP:
https://helpcenterveeam.com/docs/backup/vsphere/storage_limitations_netapp.html?ver=95

Veeam Backup & Replication 9.5 supported ONTAP versions:
https://helpcenteryveeam.com/docs/backup/vsphere/system_requirements.html?ver=95#storage

Furthermore, we recommend reviewing the storage integration section at our Help Center page:
https://helpcenterveeam.com/docs/backup/vsphere/storage_integration.html?ver=95

Preparing the NetApp Storage System

To ensure successful backup, replication and restore from storage snapshots, the administrator must set up the NetApp
storage system and backup infrastructure resources to properly interface with the Veeam Backup & Replication console.

Backup Proxy

For storage rescan and Backup from Storage Snapshots, Veeam Backup & Replication requires that the backup
proxy be set up in a specific way:

»  ForaNetApp storage system running ONTAP via NFS and iSCSI protocols, no preparatory actions are required.
Veeam Backup & Replication will set up all necessary rules automatically

«  ForaNetApp system running ONTAP over Fiber Channel, the administrator must manually create an initiator group
that will contain a WWN ID of the backup proxy over which backup and replication will be performed. All Fiber
Channel devices must be properly installed and the WWN IDs must be properly zoned on the Fiber Channel switch.
We recommend creating a separate igroup, and avoid adding the proxy WWPN to the ESXi igroups

»  Forasecondary NetApp ONTAP system running SnapMirror/SnapVault it is necessary to set up access
for the Veeam proxy server as well.
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Adding NetApp Storage and preparing for the storage rescan process

The NetApp storage system must be added to Veeam Backup & Replication, in the Storage Infrastructure view.

‘age Storage

+S5torage Actions
FRASTRUCTURE Ejv Type in an ohject name to search for
ge Infrastructure MAME 4
=tApp RLPCIFS01
|3 RLPEDGEO — = RLPISCSI0T
RLPEDGED2 |&* Editstorage.. RLPNFSO1
|3 RLPEDGEDZ |=k Remove storage = SWMMNFS02
“S  Rescan storage
gﬁ.‘f Choose volumes...

You can add the storage system by clicking Add Storage and by selecting NetApp ONTAP from the options menu.
This will launch the associated wizard.

Select the type of storage you want to register with backup infrastructure. All
registered storage can be found in Storage Infrastructure node on the Storage
Infrastructure tab.

- HP 3PAR StoreServ

= Adds HP 3PAR StoreServ storage. Fibre Channel (FC) and iSCSI connectivity is supported.

HP StoreVirtual

_I Adds HP Storevirtual (LeftHand/P4000) and HP Storevirtual vsA (virtual Storage Appliance)
-@ storage. Only iSCSI connectivity is supported.

-+ NetApp Data ONTAP
[— | Adds NetApp FAS, FlexArray (\-Series), Edge WS4 and IBM N series. NFS, Fibre Channel

=“ {FC) and i5CSI connectivity is supported.

+ EMC VNX(e)
i Adds EMC WNX and EMC VNXe storage. Fibre Channel (FC), iSCSI and NFS connectivity is

supported.

Cancel I

On the first step of the wizard, you can add the management IP or DNS name of either the cluster or the controller.
Click Next to proceed.
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New NetApp Storage -
e Name
-_ Register NetApp storage by specifying DNS name or [P address
L
Name Management server DNS ngme or IP address:
petappcl01.domain Jocalj | | Browse |
Credertials
Description:
Acgsss Options Created by RLP"Administrator st 01.12 2016 1022
Summary
e

The second step of the wizard is where the necessary credentials must be selected. If credentials are not present, click the
Add button to add them. You may also change the protocol and port assignments from this screen. Click Next to proceed.

New NetApp Storage -

-+ Credentials
-l Type in storage administrator credentials.
-“

Name r Select credentials with Local Administrator privileges on the server you are adding

&
EEiED [COPRIN [ rin (scimin, st edit=d: 351 days a9) "
Access Options Manage accounts
Summary
Protocol HTTPS k4
Port 443 |
ot

After the credentials are verified, you will be presented with Access Options. You can define different access settings

like the protocol selection, proxy affinity and volumes to scan here. You may find additional details on the list of potential
settings on page 24, NetApp Advanced Option Settings.

When adding a new cluster, it is highly recommended to select all the volumes wish to include by clicking Volumes to
scan from the Veeam console. Veeam will scan all volumes found on the NetApp controller or cluster by default. To
minimize the required overhead and performance on the NetApp controller, you can select only the relevant volumes.
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Edit NetApp Storage -

- Access Options
_— Specify how this storage can be accessed by Vesam
-“

Name Protocol to use:

Credentials

isCs!
Access Options NFS
Summary

Volumes to scan,

[Rescan only selected volumes | [ crosee... |

Backup prasies to use
[Automatic selection | [ crosee... |

Net> |[ Fnsh | [ Cancel

If your controller is already added, you can choose the volumes afterwards in the advanced settings
of your NetApp controller in our GUI.

You can choose between the following options in the volumes selection:
*  Automatic detection (all VMFS volumes found with initial scan)
*  Allvolumes except

e Only these volumes

—hx |

— Choose Volun Pl Vel -
- ess Options
[ Specy how this st b Choose storage volumes which should be sc
[ pecity haw this storage can be acces: and catalog newly added VMs. Limiting the 3| m
-" reduces storage load. Volumes:
) Automatic detection (sl VMFS volumes f 4 [ Netiop
Mame Protocol to use O Alvolumes except: 4 gg RLPEDGED1
Credertials 3 RLPCIFS01
isCs| Hoe 4 1 RLPISCSI01
Access Options NFS [ lun_01_vel
SrmEy [ RLPISCSI01 root

Volumes to scan| 3 RLPNFS01

Rescan only sel 3 SVMNFS02

Backup proxies

Atonic sded (® Onlythese volumes:

Name
NFSVAULT
lun_01_vol
NFSO1

Q]
[

Depending on your environment, you can choose the correct option and define the volumes that should be scanned.
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Edit NetApp Storage -
= Summary
- You can copy the configuration information below for future reference.
=
MName Summary’;
let App storage RLPEDGED1 was modffied successfully
Credertials 05 version: NetApp Release 8.3.1: Mon Aug 31 08:45:20 UTC 2015.
(Connection options:
P . User: admin
Access Options Protocal: HTTPS
Port: 443
Summary

\After you click Finish, all LUNs of NetApp storage RLPEDGED will be searched for VM files. You can
monitor progress in the comesponding system session

On the final step of the wizard, you may verify the connection settings.

After the storage system is added, Veeam Backup & Replication performs its initial scan. Make sure that the following
requirements are met to ensure successful storage system scan:

*  Anadministrator account on NetApp is required to add a NetApp storage system
«  Network access from the Veeam backup server to the Management interfaces is required

« Licenses for cloning (+SnapVault / SnapMirror) are required. To learn more about licenses and NetApp features
that are used in different environments, see Backup and Restore from Storage Snapshots

»  SnapVault / SnapMirror relationships must be properly set up

»  Fiber Channel: By default, Veeam can rescan storage snapshots by iSCSI. If you want to use Fiber Channel instead,
you need to create an initiator group with the backup proxy WWNs on the NetApp storage system. To prioritize
FC, you need to set the registry key, “UseiSCSIFirstForSanRescan = Q". For more information, please see page 23,
Advanced options in the registry

«  NFS: An Export/namespace (for primary and secondary) and SnapVault / SnapMirror secondary side must be
properly set up (see NetApp Namespace settings for ONTAP secondary systems)

»  Client permissions, export policies and initiators are updated and created automatically by Veeam Backup & Replication

*  SAN/ network must be properly configured so that the backup proxy can access the NetApp storage system

Veeam snapshot scanning

Veeam's NetApp integration provides the ability to restore files, items and objects out of NetApp storage snapshots.
During a backup job, Veeam refers to vCenter to determine the vm-datastore-volume relation and to identify the VMs
associated with a specific NetApp volumes. Veeam then provides you with the option to restore either from a Veeam
created or a third-party created NetApp storage snapshot. To determine the snapshot relationship across all VMs, Veeam
performs a full scan of the specified NetApp volumes on a regular basis. The scanning process makes sure that our GUI
displays the correct VMs so that you may perform restores from all available NetApp storage snapshots.

By default, the Veeam server scans the NetApp controller every 10 minutes to determine if any new snapshots were created on
the storage volumes. If there are new snapshots or volumes, the Veeam server will mount (in case of FC/iSCSI/FCoE) the LUN
or will use NFS to examine the datastore to determine the VMs associated with the newly created snapshots and volumes.

© 2017 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners.
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Once you add a NetApp storage system to Veeam Backup & Replication, Veeam performs the following operations:

1

Performs initial system scan. Veeam gets specific storage information about cluster members, IP addresses,
vFiles, SCVs and IP addresses for iSCSI/NFS and WWN. It also gets a list of volumes and snapshots, LUNs and NFS,
and creates a list of all snapshots for each volume, and a list of all LUNs and NFS exports.

Checks if storage volumes are accessible by backup proxies. Veeam checks what license is available for each
protocol. It gets a status of the FC and iSCSI server on the NetApp storage system, gets a list of all initiators for all
backup proxies and tests connections to the iSCSI or NFS server from these backup proxies. Veeam also obtains
a list of preconfigured Fiber Channel backup proxies on the server.

Looks up for VMware vSphere datastores. Veeam searches for NetApp exports in all VMware servers added

to Veeam Backup & Replication. All VMs found on VMware datastores are “propagated” to storage snapshots.

This helps Veeam make up a rough list of VMs on storage snapshots. Veeam presumes that all VMs whose disks are
hosted on datastores are also available on corresponding storage snapshots*.

Rescans VMs on datastores. \Veeam verifies the VM list created at the previous step. It exports storage snapshots
to backup proxies and rescans the list of VMs. Rescan over NFS or iSCSI is performed remotely. A rescan over Fiber
Channel requires LUNs to mount (LUNs are mounted in groups of 10)**.

Deletes orphaned storage snapshots. Veeam obtains a list of snapshots for each volume, obtains a list of snapshots

created by Veeam from the configuration database and builds the snapshot chain. Snapshots without locks are
removed from the hierarchy (note that this is applicable to snapshots created with traditional LUN cloning only).

*If a VM is deployed after the snapshot is created, this VM will be displayed as present on the snapshot at this point in time. However,
actual data restore will not work.

**\/Ms deployed dafter the snapshot is created are removed from the list at this step of the rescan operation.

The following table shows three different scanning workflows:

Adding a new NetApp controller

Creating a new snapshot

Automatic scanning*

1.

2.

*Full system scan is performed every seven days per default

Collect specific storage information

1.

Creating a new snapshot

1.

The storage monitor runs
in the background

List of volumes, snapshots, 2. List of initiators
LUNs and NFS exports 2. Detecting new snapshots
3. TestingiSCSI, NFS and FC and volumes
Checking licenses, FC and iSCSI server from proxies
3. Scanning every 10 minutes
List of initiators 4. Searching NetApp exports in VMware
4. List of initiators
Searching NetApp exportsin VMware 5. Adding founded VMs
from datastore to snapshots 5. TestingiSCSI, NFS and FC from proxies
Adding founded VMs
from datastore to snapshots 6. Export and scan the Snapshots 6. Searching NetApp exports in VMware
with proxies
Export and scan the snapshots 7. Adding founded VMs
with proxies 7. Update the Veeam view from datastore to snapshots
Update the Veeam view 8. Export and scan the founded
objects with proxies
9. Update the Veeam view

The performance of a scan of the NetApp controller depends on the protocol used, as well as the completion time
of several tasks that are executed on the ONTAP operating system. Therefore, it is recommended to have some
performance headroom on the controller. Keep in mind that if your controller is already running on > 90% CPU
utilization, the scan will take some time.
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The scanning interval of 10 minutes and seven days can be changed with a registry key.

To change the interval please open your registry and browse to "HKEY_LOCAL_MACHINE\SOFTWARE\Veeam\Veeam

Backup and Replication\".

You can create the following keys to change the scan behaviors there.

Attention: Keep in mind that every change in your registry should only be performed when it is required. Don't change

any other values as this could make your installation or system unusable.

Key SanMonitorTimeout SanRescan_Periodically_Days

Type REG_DWORD REG_DWORD

Default 600 (seconds) 7 (days)

Description Defines how frequent we should monitor Defines how frequent we should initiate

SAN infrastructure and run incremental
rescan in case of new instances.

periodic full rescan after the Veeam
Backup service rescans.

Backup and restore workflow for Storage Snapshots

Backup and restore procedures from storage snapshots depend on the type of protocol of the NetApp storage system;
Fiber Channel, iSCSI or NFS. They also depend on the license installed on the NetApp storage system and available
NetApp features.

Backup: Fiber Channel and iSCSI

To perform backup and replication from storage snapshots, Veeam Backup & Replication verifies what type of license
is installed on the NetApp storage system and what features are available.

Ves FlexClone No

License?

-

7-mode ¢ C-mode
Traditional
Clone l

SnapRestore Ne

— I
——

The table below describes all operations that are performed during VM backup or replication in environments where
traditional LUN cloning, SnapRestore or FlexClone features are available.

Yes
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Feature available/Operation Traditional Clone SnapRestore Clone FlexClone Clone
Perform VSS operations \') 0 0
Create a VMware VM snapshot \') 0 0
Obtain block matrix \') 0 0
Create a NetApp volume snapshot \') 0 0
Create a thin clone of the LUN \') 0 0
Remove VMware VM snapshot \') 0 0
Mount the clone to the backup proxy \') 0 0
Back up VM 0 0 0
Unmount the clone from the backup proxy \') 0 0
Delete the clone of the LUN \') 0

Delete NetApp Volume Snapshot \') 0

Backup: NFS Protocol

Backup and replication from storage snapshots over NFS is architecturally much easier to implement than similar
processes configured on NetApp storage systems utilizing Fiber Channel or iSCSI.

1. Veeaminstructs NetApp to create a snapshot of the volume on which the VM disks are located
2. NetApp provides read-only access to this snapshot for the backup proxy
3. Veeam reads data directly from the snapshot by sending NFS requests by its own NFS agent

Important! If a VM has existing VMware snapshots, this VM will be skipped from processing. To learn more,
see Veeam documentation at http://www.veeam.com/documentation-guides-datasheets.html.

Restore: Fiber Channel and iSCSI

VM data restore from storage snapshots over Fiber Channel, Fiber Channel over Ethernet (FCoE) and iSCSI protocol
is performed in the following manner:

1. Veeam creates a thin clone of the LUN in the snapshot and maps the thin clone to the ESXi host.
For snapshot mounting, the backup administrator can select any ESXi host in the backup infrastructure

2. Veeam initiates rescan on the storage adapter on the ESXi host
3. Thediscovered clone will be re-signatured by the ESXi host
4. A new datastore named "snap-<xxxxxxxx-datastore name>" appears on the ESXi host

A VM (in case of Instant VM recovery) or a proxy appliance to which VM disks are mounted (in case of filelevel restore
or application items restore) is registered from this datastore on the ESXi host.

Restore: NFS Protocol, 7-Mode

To restore data from storage snapshots, Veeam Backup & Replication verifies what type of license is installed
on the NetApp storage system and what features are available.

FlexClone is the only license that enables real, instant data restore for 7-mode (Instant VM Recovery?®, file-level and
application items restore). If you use SnapRestore or NDMP protocol, Veeam will first restore all data from the storage
snapshot, and then start VMs, files or application objects restore jobs.

© 2017 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners.
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Entire Vv restore

Restore: NFS Protocol, (ONTAP)

No

=

No

o

SnapRestore
License?

NDMP
Protocol

Entire VIVl restare

To restore data from storage snapshots, Veeam Backup & Replication verifies what type of license is installed
on the NetApp storage system and which features are available.

SnapRestore
License?

The table below describes all operations that are performed during data restore from storage snapshots in environments
where traditional NDMP protocol, SnapRestore or FlexClone features are available.

NDMP protocol

SnapRestore clone

FlexClone clone

Create a Veeam_<vm name>_Restore folder
on the volume

Create a Veeam_<vm name>_Restore folder
on the volume

Create a thin clone of the volume

Copy data from the snapshot
to this folder over NDMP protocol

Copy files from the snapshot to Veeam_
folder using SnapRestore

Expose /volume/<Veeam_<vm name>_
Restore> to the ESXi host

Expose /volume/<Veeam_<vm name>_
Restore> to the ESXi host

Expose the clone of the volume
to the ESXi host

Start a VM (for Instant VM Recovery) or
proxy appliance (for file-level or application
items restore) on the ESXi host

Start a VM (for Instant VM Recovery) or
proxy appliance (for file-level or application
items restore) on the ESXi host

Start a VM (for Instant VM Recovery) or
proxy appliance (for file-level or application
items restore) on the ESXi host

Let the user restore files / migrate the VM

Let the user restore files / migrate the VM

Let the user restore files / migrate the VM

Dismount /volume/<Veeam_<vm name>_
Restore> from the ESXi host

Dismount the clone of the volume
to the ESXi host

Delete the clones and the folder

Delete the clone of the volume

The ONTAP FlexClone License is highly recommended for any restore and sandbox operation.
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Storage access rules

Veeam is an Enterprise Availability solution that scales by adding multiple proxy servers to initiate data transfer directly out
of ONTAP Storage Snapshots. Besides the Proxy role, there is also a Management Role that holds all relevant management
information, like scheduler, jobs, etc. Each of these functions require different methods for integrating with ONTAP. While
the Management server only needs to access the ONTAP API, the Proxy server needs accessing to the Storage Snapshot
data via the data LIFs. The following diagram illustrates the required access path for each Veeam function.

o [on [ [ 5
o=

I_.il Veeam Management Server:
- Access to Management-LIF
- ONTAP APl commands

Kk

Veeam Proxy Server:
- Access to Data-LIF
- Data transportation

Management-LIF, Data-LIF - Snapshot scanning

Design and proxy best practices for Backup
from Storage Snapshots

We're getting questions about design best practices for Backup from Storage Snapshots on a regular basis. Backup from
Storage Snapshots (BfSS) is a technology which minimizes the amount of overhead placed on your VMware environment
during a backup job. If you run a backup without BfSS, the workflow is the following:

i VM snap lifetime

|+

Backup

VM snap VM smap commit

»  Create VMware snapshot
»  Backupthedata
»  Delete VMware snapshot

During the entire backup process, the VMware snapshot remains open. This results in the consumption of CPU and
storage |0 resources which could impact VM application performance. This is especially true when the VM snap commits
are taking place; administrators will typically see a spike in overhead on the host.

© 2017 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners.
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If BfSS is used, however, the process for performing a backup is much more efficient:

VM snap lifetime

VM snap [ WM snap commit

I |
Storage Delete Storage
Snap Snap

e Create VMware snapshots
«  Create storage snapshot

»  Delete VMware snapshot
»  Backupthedata

»  Delete storage snapshot

Through this workflow, the VMware snapshot only remains open for a couple of seconds or minutes, compared to the
hours it can take when performing backups the standard way. As soon as the VMware snapshot is committed, there is
no more load on the VMware environment as we backup directly from the storage snapshot. All of Veeam's additional
benefits, like deduplication and compression, parallel processing or CBT are still used when using BfSS. Using BfSS
accelerates backups jobs since Veeam backs up directly from storage snapshots.

To leverage BfSS, you need to configure a Veeam proxy server with access to the VMware storage infrastructure. This
Veeam proxy can either be the Veeam management server itself or a server with a proxy role managed by a centralized
Veeam Backup & Replication server. To use BfSS in the most efficient way, we recommend configuring the proxy server
on a physical server with direct access to the storage backend. A design where a single Veeam Backup & Replication
server manages all the required backup roles could look like the following:

Frontend LAN

Backend SAN Veeam B&R Server Repository

T

NetApp

Make sure that you separate storage and network traffic at the Veeam proxy server. It is not recommended to share
the same network interface for both SAN and LAN traffic. Even in an environment where NFS or iSCSl is used, don't share
the same Ethernet link for backup and network data as this could result in additional latency on the storage network.

Another design option is to separate the Veeam management server from the Veeam proxy server. In this case,
the Veeam management server can be configured as a VM, while the Veeam proxy server, or data mover, is deployed
on a physical server:

© 2017 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners. 13
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Al
o | o i
Veeam B&R Management Server

Backend SAN Veeam Proxy Server  Repository
I I l

NetApp
Again, do not share the same interface on the physical server for SAN and LAN traffic.

In this design you can dedicate the physical proxy server for processing backup data by defining the proxy server
in the job settings. The settings can be found below.

Larger environments can scale by using multiple physical proxy servers coupled with a single,
centralized Veeam management server:

|
K 2 [
Veeam B&R Management Server

Frontend LAN X
xJ

Repository

Backend SAN

Immnl

NetApp

When scaling, you can run multiple jobs simultaneously. To maximize performance, you can define the specific proxy
server for each backup job to use by configuring the proxy host directly within the job settings. Go into the job settings
and select the proxy within the storage tab.

= |
Stora Choose backup proxies servers for this job. For redundancy. we recommended to
'ge select at lezst two prowdzs. When multiple proxies are available, selection will be
= Specify processing proxy serverto be ug | performed on per-VM basis, taking into accourt proxy connectivity and cument
m job and customize advanced job seitingg | load.
O Automatic selection
Name Backup proxy: The job will automatically select the most suitable backup proxy server from all
[usomatc ssect available backup proxy servers
Virtuzl Machines @) Use the selected backup proxy servers only
_ Backup repositor The job will automatically select the most suitable backup proxy server from the:
S0ERepal] (] following list of proxy servers.
Secondary Target =
v =l B En\};wam Backup Proxy e
Guest Processing
Retention policy
Schedule Restore pairts|
Summary
[V Corfigure sef
Copy backuy
recommend
Advanced job s
block size, notii
==
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The job will then use the designated proxy during the next backup event. Make sure that in the advanced options
of the job our storage integration is activated.

Advanced Settings -

| Backup | Maintenance | Storage | Notifications | vSphere | Integration || < |>

Primary storage integration
Enable backup from storage snapshots

|ze storage snapshots (nstead of VM snapshots) as the data source
for this job. Using storage snapshots reduces impact on the production
environment from VM snapshot commit.

Limit processed WM count per storage snapshot to 10
By default, the job will process all included VMs located on the
same datastore from a single storage snapshot.

[] Failoverto standard backup
Perform standard backup from VM snapshat if backup from
storage snapshot fails.

[] Failoverto primary storage snapshot

Lz primary storage snapshots as the data source if backup from
secondary storage snapshot fails.

o [co ]

From time to time, users ask if it is possible to use a virtual proxy to perform backups from storage snapshots. We don't
recommend this design if your storage backend is based on FC, as it doesn‘t make sense to map a physical FC interface
into your VM. While implementing a virtual BfSS proxy server is supported by Veeam, we recommend you carefully think
through all the design implications before doing so. A design utilizing NFS and iSCSI could look like the following:

m m E@ Veeam B&R Server
Management & Proxy

Frontend LAN

Backend SAN Repository

[

NetApp

Let's imagine the following environment:

iSCSI or NFS is the storage protocol

» 10 Gbit/s storage backend network

*  Therepository is a iSCSI LUN mapped directly into the proxy VM
e The proxy is a virtual machine

In this case, it is very important to understand the data flow before designing, procuring and configuring your server.
The data flow would look like the following:
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m éﬂ Veeam B&R Server
Management & Proxy

7 4 Frontend LAN

e —
—=—tH

Backend SAN Repository

IIIIIIIIII —» Read Data
—> Write Data

NetApp

In this design, your data will need to be processed two times through the hypervisor in order for it to be backed up to
the storage repository. The data will go from primary storage, through the storage network and the hypervisor into the
Veeam Backup & Replication server (read data), and then back from the VM through the hypervisor and the storage
network to the repository (write).

As you can see, this is not very efficient. And, from a design perspective, it isn't better than utilizing a physical host.
Moreover, in this example, you would need to use at least 3x 10Gbit/s interfaces:

Veeam B&R Server
Management & Proxy

Backend SAN Repository

IIIIIIIIII

NetApp
Needed network interfaces on ESXi:
*  IxVMware ESXi to NetApp storage for regular VMware traffic
*  1xVeeam Backup & Replication VM to NetApp storage for reading the BfSS data

*  1xVeeam Backup & Replication VM to Repository for writing the data as well as several more interfaces for LAN
connections and multipath capabilities

Again, do not share the same interfaces for read and write data as sharing the interface may result in throttling down the
bandwidth by as much as 50%. BfSS is leveraged to maximize backup performance and optimize the way backup data

is processed. It is also used to separate backup tasks from the production environment to eliminate overhead on the
hypervisor. By using a virtual proxy server, you will not attain the full performance and efficiency benefits of BfSS.
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Advanced options for NetApp storage integration
With of Veeam Backup & Replication 9.5, different advanced options for Backup from Storage Snapshots are available:

Advanced Settings -

Backup | Maintenance | Storage | Netfications | vSphere | Integration || < | >

Primary storage integration
Enable backup from storage snapshots

Use storage snapshots (instead of VM snapshots) as the data source
for this job. Using storage snapshots reduces impact on the production
environment from VM snapshot commit.

Limit processed VM court per storage snapshotte |10 15

By default. the job will process all included VMs located on the
same datastore from a single storage snapshot.

[ Failover to standard backup
Perform standard backup from VM snapshot if backup from
storage snapshot fails.

[ Failoverto primary storage snapshot

Use primary storage snapshots as the data source if backup from
secondary storage snapshot fails.

Save As Default oK | | Cancel

Enable backup from storage snapshots:
Enable this option to use the feature within the job. The feature is enabled by default.
Limit processed VM count per storage snapshot to:

Enable this option if you have to back up a large amount of VMs within the same datastore. This option allows you to define how
many VMs are processed at once. If for example, you have a job with 1,000 VMs and you define 50 as the value, our engine will run
20 times (1000/50=20) to backup all the VMs. In this case, Veeam will create a VMware snapshot of the first 20 VMs, then create

a storage snapshot. If enabled, it will also trigger a SnapVault/SnapMirror update, and backup the 20 VMs. After the first 20 are
finished, the next 20 VMs will be snapshotted in VMware and so on. With that, the time it takes to get consistent VM snapshots, and
the amount of time snapshots remain open, can be dramatically reduced. If you process application-consistent snapshots, keep an
eye on the processing time. It can take a while for volume snapshot creation. The recommended VM count is about 30-40.

Failover to standard backup:

Select this if you would like to perform a failback to non-snapshot based backup in the event that BfSS is not working.
Best practice is to leave it disabled, otherwise you may not realize there is a problem in your environment.

Failover to primary storage snapshot:

Enable this option if you would like to use the primary snapshot in case there are issues with cloning and/or SnapMirror/
SnapVault operations.
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Technical recommendations for NetApp ONTAP and Veeam Backup & Replication setup

It is important to not hit the maximum number of snapshots per NetApp volume with multiple jobs — the hard limit is
255, so never plan more than 250. The following recommendations should be considered:

«  If youwant to use Veeam NetApp snapshot orchestration, VMware datastore level scope is recommended for jobs
» Itis recommended to place only one VMware datastore on a NetApp volume

«  If only Veeam snapshot orchestration is used, follow the NetApp recommendations for the datastore size and VM
count. But, if Veeam backups are created on top of Veeam NetApp snapshot orchestration, we suggest using not
more than 8 TBin a single Veeam full backup file. It is technically possible and supported to grow beyond that

If you use iSCSI/FC to perform Backup from Storage Snapshots, we suggest reducing "PDORemovePeriod” at MPIO/
NetApp-DSM to 10 seconds at the Veeam Proxy, to reduce background processing time per Snapshot at scan and backup
processing time.

The key can be found at: HKLM\SYSTEM\CurrentControlSet\Services\ONTAPdsm\Parameters.

Key PDORemovePeriod

Default 20 (seconds)

New Value 10 (seconds)

Description This setting controls the amount of time (in seconds) that the multipath pseudo-LUN

will continue to remain in system memory, even after losing all paths to the device.

When this timer value is exceeded, pending I/O operations will be failed, and the failure

is exposed to the application rather than attempting to continue to recover active paths.

If you use FC for Backup from Storage Snapshots, we recommend to map at least one LUN from each Storage controller
to the proxy server after you zoned them in the FC Switches. This helps to avoid longer rescans at OS boot or Snapshot
unmapping. It can be sized as a 40MB big thin volume. You do NOT need to enable this volume in disk manager.

Things to consider

e Only VMs with VMDK disks are supported. You cannot backup your standard NAS shares from the NetApp system
with non-VMware data. Veeam Backup & Replication does not perform snapshot orchestration for non-VMware
datastore based data.

»  Touse Veeam Explorer™ for Storage Snapshot, the VMDKSs of a VM need to stay on a single volume.
» Infinite volumes are not supported.

«  Configurations with VMs stored on a gtree that resides on a non-default vFiler is not supported.

*  NDMP tape output is not supported, but you can use Veeam D2D2T backup.

«  If you want to use Backup from Storage Snapshots (backup out of NetApp ONTAP) or if you want to use Veeam
in-guest processing (consistency) together with VMs on NFS datastores, VMs may not be configured with VMware
vSphere snapshots.

Preferred network settings for Backup from Storage Snapshots with NFS

In advanced configurations, there can be multiple ways the Veeam proxy server and the NetApp ONTAP system can
access a NFS volume. The following graphic shows a design where two NFS networks are available. One is the storage
backend (for VMware) and one is the LAN frontend (for client access).
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o] [
Frontend LAN N n I
LN

/—m il H11111111
Backend SAN

Veeam B&R Server/  Repository

I — Proxy Server

NetApp NFS access

We recommend using the storage backend network for data access. In this configuration, the 1 GBit/s front-end LAN may be
used even if there is a 10 GBit/s storage backend. The preferred network settings of the Global Network Traffic Rules dialog can
be used to define which network the Veeam proxy should use for data transfer. Therefore, go to Home — Network Traffic.

j
lover
PuTTY lan
'er Plans
PowerShell

1ame to search for

Users and Roles

& %>

TYPE
Network Traffic VMware Backup
VMware Backup
? Manage Credentials VMware Backup
VMware Backup

In the dialog go to Networks.

Metwork traffic rules:
Source IP range Target IP range Encryption  Throttling  Time period Add

Remove

[w] Use multiple upload streams per job:

Improves job peformance through better wtilization of highdatency links. Disable this option if you are
running a large amount of concumrent jobs, or for networking equipment compatibility purposes.

[ ok || Cance

Here, you can add the preferred network or even the preferred IP address your NetApp LIFS Veeam should use for NFS
or iSCSI data processing. If the network is not available, the engine will failover to the next available network.
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Preferred Networks e

Preferthe following networks for backup and replication traffic:

Network Address Subnet Mask CIDR Motation Add...
Add Network

Network address: | 192 . 168 . 178 . 0 |/

Subnet mask: 255 . 255 . 255 . O
ok || camcel |

A second way to define the preferred IP address in ONTAP is to use the following registry key:

Key NetAppOrderedIPList

Type String

Value IP Address of NetApp ONTAP NFS and iSCSI interface

Description Specify preferred NetApp ONTAP adapters IP addresses for NFS or iSCSI access separated by a semicolon.

Additional advanced options in the registry

With Veeam Backup & Replication, we provide several registry keys to change the behavior when working together
with NetApp SAN storage systems.

The keys need to be created in "HKEY_LOCAL_MACHINE\SOFTWARE\Veeam\Veeam Backup and Replication\".

Key SanMaxConcurrentCreatingVmSnapshotsPerEsx

Type REG_DWORD

Default 10

Description Defines the amount of snapshots that could be initiated on VMs which belong to the same host.
How many VMware snapshots are created at the same time per ESXi host.

Key SanMaxConcurrentCreatingVmSnapshotsPerVc

Type REG_DWORD

Default 20

Description Defines the amount of snapshots that could be initiated on VMs which belong to the same vCenter. How many
VMware snapshots are created at the same time per vCenter server.

Key MaxConcurrentDeletingSnapshotsForCluster

Type REG_DWORD

Default 4

Description Defines the amount of snapshot deletion tasks which can be initiated at once.

How many VMware snapshots are deleted at the same time.
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Attention: Keep in mind that every change in your registry should only be performed when it is required.
Don't change any other values as this could make your installation or system unusable.

Depending on your environment, it would make sense to change some of the values above. Specifically, the
"SanMaxConcurrentCreatingVmSnapshotsPerVc" setting could be modified to control how many VMware snapshots
are created at the same time. If you have enough resources available in your data center, this option allows you to finish
jobs faster. But, don't forget that changing the values can also cause your VMware environment to run into performance
issues, as increasing the number of concurrent snapshots will require more compute and storage resources.

NetApp advanced access options

With Veeam Backup & Replication 9.5, the advanced options of a NetApp ONTAP Cluster were redesigned
from scratch and received more scalability enhancements. To change the advanced settings, please navigate
to the Storage Infrastructure tab, select your ONTAP Cluster with a right click and select Edit Storage.

EOQIT  KEMOVE | HESCan
Storage Storage

Manage Storage Actions
STORAGE INFRASTRUCTURE E:lv Type in an object name to search for
4 1"‘55' Storage Infrastructure MNAME +
o Pl nettpp RLPCIFSOT
> RLPEDGEQ1 15 RLPiSCSIO1
5 RLPEDGEDZ Edit storage... | RLENESO1
- F RLPEDGEQY Remove storage SYMNESO2

Rescan storage

i SO

Choose volumes..,

In the window, select Access Options to see the new advanced settings interface.

Edit MetApp Stor
- Name
-_ Reqister NetApp storage by specifying DNS name or IF address.
-“
Mame Management server DMNS name or |P addre
132 168.178.230)
Credentials
Description:
coes=tinions Created by RLP\Admiristrator at 07.01.201
Summary

The new tab contains three different advanced options to optimize the storage access and improve
the scalability in large installations.

Protocol to use

isCs|
NFS

Volumes to scan:
|Rescan only selected volumes | | Choose.. |

Backup proxies to use:
|A|.rtomatic: selection | | Choose.. |
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Protocol to use

NetApp storage systems are multiprotocol systems. Many controllers in the field have multiple protocols licensed

and active. Veeam supports all available protocols (NFS, iSCSI, FC and FCoE) in combination with Backup and Replication.
During the discovery, the engine tries first to use iSCSI for mounting the datastore to the Veeam Proxy server,

even if FC is configured. If iSCSI is not working FC will then be used.

AT E TILEY LR 2L aYT wdl ] UT JLlLToaTu Uy YTTalll.

lame Protocol to use:
redentials

iSCSI
\ccess Options 7 MES

If you have an environment where both licenses (FC and iSCSI) are enabled and active, you can enforce Veeam Backup
& Replication to use the non-default protocol (FC) for backup. To change the behavior, you can now select the protocol
Veeam should use for accessing (storage scan, Backup from Storage Snapshots, etc.) the ONTAP system.

With the new protocol selection, you will force our engine to use your desired protocol for accessing your NetApp
storage system. This saves some time during the job initialization and can be used to build designs where VMware
is using FC to access ONTAP but Veeam uses iSCSI to back the data up.

The image below depicts a dedicated 10GBit/s backup Ethernet as an example.

- e

|_||:-| LF2 i LIF3 I LIF4
CDOT Node1 CDQT Node2 C_D_'DT-Noqe’B ______..-:_GﬂO-T-Noded

Backend 10G

Volumes to scan

Veeam needs to scan the NetApp ONTAP volumes in order to map out the snapshot locations of each VM. If you have

a large environment with hundreds of VMs and volumes, a rescan can take a considerable amount of time, especially if
Veeam has to rescan snapshots that are not relevant to the search. Therefore, you can use Volumes to Scan to select
the volumes to be used by Veeam. Please select all volumes that contain VMware VMs here, so that the engine only scans
the desired snapshot volumes.
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In the volumes selection, you can choose between the following options:

Automatic detection (all VMFS volumes found with initial scan)

All volumes except

Only these volumes

__+ Access Options
[—]
-“ reduces storage load.

Name: Protocol to use:
O Al volumes except:
Credertials
iscs e
Access Options. NFS
Summar
o Volumes to scay
Rescan only se}
Backup prowies|
’m ® Only these volumes
Name
NFSVAULT
lun_01_vol
NFS01

Choose Volunf

Choose storage volumes which should be scy

Specty how this storage canbe aceesy 4 tolog newly added VMs. Limiing the

O Automatic detection (all VMFS volumes f

T fix |
Select Volumes -
Volumes: @
4 [F1 NetApp
4 22 RLPEDGEDT
b EZ RLPCIFSD1
4 EE RLPISCSI0T
{5 un_01_vel
{51 RLPISCSI01_root
b &2 RLPNFSO01
b [ SVMNFSD2
[B - Bpeinanabje ' Q]

Depending on your environment, you can choose the correct option and define the volumes that should be scanned.

Backup proxy to use

The third advanced setting is Backup proxy to use. You can define which Backup proxies are used to access the ONTAP
system for scanning and Backup from Storage Snapshots here. You can set proxy affinity rules and force Veeam to only
use the selected proxies.

Edit Net/

Backup Proxy -

-+ Access Options Choose backup proxies servers for this job. For redundancy. we recommended to
-— Speciy how this storage can be accessed by Veeam, || Select at least two proes. When muliple proxies are avalable, selection wil be
|

load

O Automatic selection

performed on per-VM basis, taking into account proxy connectivity and cument

Name Protocol to use:
Credertials

iSCS1
Access Options NFS
Summary

Volumes to sean:

The job will automatically select the most suitable backup proxy server from all
available backup proxy servers.

@ Use the selected backup proxy servers only

The job will automatically select the most suitable backup proxy server from the
following list of praxy servers

Rescan only selected volumes

Backup prosies to use

Automatic selection

Name [ seecal |

i[w] VMware Backup Proxy

The two main benefits of setting this setting are:

« If you have multiple NetApp ONTAP systems distributed across different locations, you can enforce Veeam

to use only the proxy server located near the ONTAP system in question
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Proxy US Proxy China Proxy Australia
e X x
ot ot = Proxy affinity
us China Australia

* In larger deployments with multiple ONTAP clusters and proxy servers, you can define which proxy server to use
during Veeam backup and restore events, to ensure resource Availability and SLA fulfillment. In this example, we have
configured only Proxy 2 and Proxy 3 with access to Cluster 2

Proxy 1 Proxy 2 Proxy 3  Proxy 4

&
x/ Proxy affinity
T iy [

Cluster 1 Cluster 2 Cluster 3

Advanced configuration
with NetApp MetroCluster installation

The NetApp High Availability solution MetroCluster is fully supported for 7-mode (> ONTAP 8.1) and Veeam Backup &
Replication v8 and higher. Failover situations are transparent to Veeam (cluster LIF available) at the (local) cluster. Site
failover will stop and terminate any Veeam jobs that may be running (Primary Site Cluster LIF down). Automatic retry
(enabled per default) will process all VMs that were not successfully completed during the original job runtime. With this
option, you can ensure successful backup completion even during a site failover event. The default retry settings are set
to restart the job(s) 3 times with a 10 minute wait period between retries.

In MetroCluster environments it is recommended to change this value to 15 minutes within the scheduled setting of each job.

Edit Backup Job [BfSS-NFS-sec] -

Schedule
Specify the job scheduling options. I you do not set the schedule, the job will need to be controlled manually.

MName Run the job automatically
T @®) Daily at this time 2200 5] [Everyday v

O Monthly at this time: | 22:00 =] | Fourth Saturday
Storage

O Periodical E 1 Hours
Semey _) Periodically every: ours

O Mterthis jobe: BfS545CSleec (Created by RLP\Administrator 2t 15.12.2015 15:1
Guest Processing
SETELLE Automatic retry
Summary Retry failed VMs processing 3 |5 times

Wait before each retry attempt for: 15 o minutes
Backup window

[[] Teminate job f it exceeds allowed backup window

If the job does not complete within allocated backup window, it will be
teminated to prevent snapshot commit during production hours.

< Previous ‘ | Next > ‘ | Finish ‘ | Cancel
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NetApp Snapshot
and SnapMirror policy settings for ONTAP

With Veeam Backup & Replication, you can cascade NetApp storage controllers and use the SnapMirror or SnapVault
feature to replicate and backup data from your primary to your secondary NetApp system. Within the Backup Job
settings, you are able to define where you would like BfSS to occur (Primary or Secondary Array) and also define if it will
be a snapshot orchestration only job (no Veeam backup created).

To define whether it will be a BfSS or snapshots only job, you will select under the Storage menu, the appropriate Backup
repository. The automatically created NetApp Snapshot repository will designate that this will be a snapshots only job.

Edit Backup Job [BfSS-NFS-sec] .

Storage
- Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by this
m job and customize advanced job settings if required.

Name

Automatic selection
Virtual Machines

Backup repositony:

Storage

| NetApp SnapShat (Primary storage snapshot only) ]
Secondary Target Default Backup Repository (Created by Vesam Backup

=tApp SnapShot (Frimary storage snapshot o

Guest Processing Repo1 (Created by RLP*Administrator at 15.12.2015 18:54)

SReoL}‘I \'C’reated by RLP\Administrator at 15.12.2015 18:56.)
Schedule Restore points to keep on disk: 2 O
Summary

Configure secondary destinations for this job

Copy backups produced by this job to another backup repository, orto tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off site.

Advanced job settings include backup mode, compression and deduplication,
block size, notification settings, automated post{ob activity and other settings.

‘ < Previous | | Next > | | Finish | | Cancel |

Under the Storage menu, you can also select the option Configure secondary destination for this job
to define secondary NetApp tasks.

Retention policy
Restore points to keep on disk: 2 =

Configure secondary destinations for this job

Copy backups produced by this job to another backup repository, orto tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off site.

The Secondary target window, you can add secondary tasks to be executed following the completion of the first job.
The available options will change depending on whether it is a snapshots only or BfSS job. For a BfSS job, you will have
four options: Jobs, NetApp Snapshot, NetApp SnapMirror and NetApp SnapVault. Select the appropriate secondary
target(s) and proceed to the next step. For snapshots only jobs, you will have two secondary target options: NetApp
SnapMirror and NetApp SnapVault. Select the appropriate target(s) and proceed to the next step.

T S
Secondary destination jobs: . Metdpp Snap!

MName Free lobs

MetApp SnapShot

MetApp SnapMirror
MetApp SnapVault
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When selecting the option NetApp SnapVault, you have to specify how many Snapshots to save on the secondary
NetApp volume. For BfSS jobs, you will have an additional option to use the SnapMirror or SnapVault snapshot as the
data source for Veeam created backups. This can be specified by simply checking the, Use as the data source box. If this
box is not checked, BfSS will use the primary storage snapshot as the data source.

MetApp SnapVault Retention -

Creates additional backup copy by vaulting amay snapshots produced by
this job to the secondary MetApp storage.

-

MNumber of snapshot copies to retain: po £

[] Use as the data source

Bliminates impact on the primary storage by enabling backup job read
source YM data from the secondary storage.

| QK | | Cancel |

To leverage NetApp SnapMirror and SnapVault with Veeam, the protection relationship and initial transfer needs to be configured
on NetApp before the first job is executed. Please refer to NetApp's documentation to see how a relationship is created.

As all the Snapshot handling is performed by Veeam, we recommend you create a specific NetApp SnapMirror policy on
the destination controller where the NetApp internal SnapVault Snapshot count is disabled. To create this kind of policy
you need to login to your NetApp controller system manager and navigate to SVM-Policies-Protection Policies. Create
a new policy by clicking Create — Vault Policy.

Sldye vilwdl mduiines - 1 Create * 5 Edit x Delete Refres
4 £7 RLPCDOTO2
Name

symiscsidst
veeam(1

4 [ svmnfsdst [l Create x| [547 Edit X Delete Refresh
| Storage 1
a [l Policies Mirror Policy
i"' Export Policies

ault Poli
53' Efficiency Policies : e

Protection Policies
‘%5 QoS Policy Groups
i) Snapshot Policies

In the next window, please add a policy name (e.g. Veeam) and a SnapMirror Label (e.g. Veeam) with
a Destination Retention Count of one (O cannot be used). Right after that, click on the plus sign next to the numeral
one to add the line into the policy.

Create Vault Policy *®
Y | Type
Wault Policy Mame: eeam
Transfer Priority: Mormal N

[] Enable Network Compression

Add Comments

SnapMirror Label Destination Retention Count

L[ X

Veeam 1

By clicking Create the new policy will be created and be in effect. Keep in mind, that protection policies are configured
at a per SVM setting. You need to create the policy for every SVM separately. Right after your policy is created you can
assign the policy to the SnapVault relationship which is used by Veeam.
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To create a new relationship, please follow the instructions outlined in NetApp's documentation. During the creation of

the relationship, we recommend that you assign the previous SnapVault policy and disable the NetApp internal schedule.

svmnfs_vol_src_vault aggrdata R

Enable dedupe 21.87 GB available (of 35.16 GB)
Configuration Details
7)) Vautt Policy: Veeam ~ | Lreate Pol

2 Vault Schedule:

(® None

Standard, version flexible
and mirror-vault configurations

For years, NetApp has provided two different type of data protection solutions — SnapMirror and SnapVault. SnapMirror
is used to mirror the state of the volume to a secondary volume including all Snapshots and can be used as a disaster
recovery (DR) solution. SnapVault is used as a data protection (backup) solution based on Snapshots. With SnapVault
you can configure a different number of Snapshots across primary and secondary volumes. For example, you can save
10 snapshots on your production volume for instant recovery and store 200 snapshots on your secondary volume

for long-term retention purposes.

With ONTAP 8.3, NetApp has extended the data protection relationship (type XDP) support by two more use cases —
mirroring and mirror-vault. Mirror-vault can be used to have one data protection relationship for both backup
(SnapVault) and DR (SnapMirror). In previous versions, you only had one data protection (type DP) relationship

for async-mirror (SnapMirror) and one extended data protection relationship (type XDP) for SnapVault. The table below
explains the current modes of data protection policies that are available to configure and their related results.

The new flexible version of SnapMirror is part of XDP as well.

Relationship Type Policy Type Result

DP async-mirror Standard SnapMirror

XDP async-mirror Version Flexible SnapMirror
XDP mirror-vault Mirror and Vault combined
XDP vault Standard SnapVault

As you can see, NetApp has now integrated two additional types of policies into XDP. Veeam supports all four different
types of data protection policies and relation types.

If you want to use any kind of secondary integration, you simply have to select it from within the Veeam job settings.

Depending on your SnapMirror policy type, you will need to configure the appropriate option to get the update
to a secondary system running ONTAP.

1. Standard SnapMirror relation (async-mirror, DP)

To get a standard SnapMirror relationship configured, you need to choose, Configure secondary destination
for this job in your Veeam Job under the section labeled Storage.

Configure secondary destinations for this job

Copy backups produced by this job to another backup repository, orto tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off-site.
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In the next section, labeled Secondary Target, you can now add a SnapMirror update by clicking
on Add and selecting SnapMirror.

NetApp SnapSh
Netdpp SnapSh

lobs
MetApp SnapShot
MetApp SnapMirror

MetApp SnapVault

In the next drop down window simply click OK to add SnapMirror secondary target job to your original Veeam Job.

MetApp SnapMirror Retention -

Creates additional backup copy by mimoring amay snapshots produced by
this job to the secondary MetApp storage.
[7] Use as the data source

Eliminates impact on the primary storage by enabling backup job read
source VM data from the secondary storage.

[ ok ][ cancel

You will see the SnapMirror Job in the GUI.

Secondany destination jobs:

MName Free
Methpp Storage
E{LE; MetApp SnapVault

2. Standard SnapVault relation (vault, XDP)

To get a standard SnapVault relationship configured, you need to choose Configure secondary destination for this
job in your Veeam Job under the section labeled Storage.

Corfigure secondary destinations for this job

Copy backups produced by this job to another backup repository, orto tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off-site.

In the next section, labeled Secondary Target, you can add a SnapVault update by clicking
on Add and selecting SnapVaulit.

| MNethpp Snap!

Jobs

MetApp SnapShot
Methpp SnapMirror
Methpp SnapVault

In the next drop down window, you have to specify the amount of snapshots that should be saved on the secondary
window (SnapVault retention). In this example, 30 snapshots will be saved on the secondary volume.

© 2017 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners.

28



Configuration Guide and Best Practices for NetApp and Veeam Backup & Replication 9.5

NetApp SnapVault Retention -

Creates addtional backup copy by vaulting amay snapshots produced by
this job to the secondary NetApp storage.

MNumber of snapshot copies to retain: By (=

[] Use as the data source

Eliminates impact on the primary storage by enabling backup job read
source WM data from the secondary storage.

| oKk || cancel

After clicking OK, you will see the SnapVault integration appear immediately in the GUI.

Secondany destination jobs:
Mame Free
Methpp Storage
F5 N
[m NetApp SnapVault

3. Version Flexible SnapMirror (async-mirror, XDP)

To get a flexible SnapMirror relationship working, you have to choose Configure secondary destination for this job
in your Veeam job under the section labeled Storage.

Conrfigure secondary destinations for this job

Copy backups produced by this job to another backup repository, orto tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off site.

As the flexible SnapMirror type is XDP, Veeam recognizes it as a SnapVault relationship. That means that you have
to select NetApp SnapVault under Add in the Secondary Target window.

|  Metdpp Snap!

Jobs

MetApp SnapShot
MNetApp SnapMirror
MetApp SnapVault

In the next window, you can leave everything on the default settings. Since it is a mirror, the number of snapshot copies
for secondary does not have any effect. The number of snapshots that will be saved on the secondary volume depends
on the input value keyed into the Job setting Storage under Restore points to keep on disks.

NetApp SnapVault Retention .

Creates additional backup copy by vaulting amay snapshots produced by
this job to the secondary MetApp storage.

Mumber of snapshot copies to retain: R0 =

[] Use as the data source

Eliminates impact on the primary storage by enabling backup job read
source VM data from the secondary storage.

| oK || Cancel

© 2017 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners.

29



Configuration Guide and Best Practices for NetApp and Veeam Backup & Replication 9.5

After a click OK, you will see the version flexible SnapMirror integration appear immediately in the GUI
(shown as NetApp SnapVault).

Secondary destination jobs:

MName Free
MNetApp Storage

&N

=) MetApp SnapVault

4. Mirror and Vault combined (MirrorAndVault, XDP)

To get a combined SnapMirror/SnapVault (mirror-vault) relationship working, you have to choose Configure secondary
destination for this job in your Veeam Job under the section labeled Storage.

Conrfigure secondary destinations for this job

Copy backups produced by this job to another backup repository, orto tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off site.

As the mirror-vault relation type is XDP, Veeam recognizes it as a SnapVault relationship. That means that you have
to select NetApp SnapVault under Add in the Secondary Target window.

| MNetApp Snap!

lobs

MNetApp SnapShot
MetApp SnapMirror
MNetApp SnapVault

In the next window you can specify the number of snapshots that should be retained on the secondary volume.
In our example, we are retaining 30 snapshots on the secondary volume.

NetApp SnapVault Retention .

Creates additional backup copy by vaulting amay snapshots produced by
this job to the secondary Met App storage.

Mumber of snapshot copies to retain: R0 2

[] Use as the data source

Eliminates impact on the primary storage by enabling backup job read
source VM data from the secondary storage.

oK || cancel |

After clicking OK, you will see the mirror-vault integration immediately appear in the GUI (shown as NetApp SnapVault).

Secondary destination jobs:

MName Free
MetApp Storage

oy

[w) MetApp SnapVault
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NetApp Namespace settings
for ONTAP secondary systems (NFS only)

If would you like to leverage the integration between Veeam Backup & Replication and NetApp SnapVault or SnapMirror,
it is important to examine the details of how destination volumes are configured. The first step is to configure and
initialize the SnapMirror or SnapVault relationships with NetApp management tools upfront. Therefore, please refer

to the proper NetApp documentation and keep in mind that you will need to assign the correct policies as described
previously in this document. After the relationship is initialized and configured, the NetApp destination volume will be
discovered by Veeam after the next scheduled scan task. If you leave the NetApp destination volume with the default
settings, you will see the following screen.

Manage Volume

Storage Infrastructure j/ Type in an object name to search for

) houry 2015-10-19_1305 || Name = Host
) snapmiror.2chdakbl-4292-11e5-akc
@ houry.2015-10-19_1205
4 22 RLPCDOTO2
I svmiscsidst
A swvmnfsdst
I 8 svmnfs_root
b & svmrfs_vol_NFS_vault
4 [3 svmnfs_vol_src_vault
(&) snapmimor 2c5da653-4292-11e5-abc” v

No VM is displayed under the Snapshots and Veeam interface. The problem here is, the Veeam server is not able

to access the newly created NetApp volume at the destination site. As a result, Backup from Storage Snapshot will

not function well at a secondary site. To access the destination volume for the scan, we need to make sure that the
volume is properly configured. By default, the destination volumes are not configured to directly mount on the ONTAP
Namespace. Consequently, Veeam is not able to access and scan volume. To mount the volume on to the namespace of
the secondary NetApp system, login to your system manager and navigate to the correct storage virtual machine. From
there, go to Storage — Namespace.

Path
a5
+ 4 svminsdst

4 &2 RLPCDOTO2
: svmiscaidst
4 svmnfsdst
4 Storage

B volumes
TI: Namespace
Qtrees.
.-:-E Quotas

Click on Mount and provide a mount path. The following screenshot is an example. Specific values will depend on your
design and how your environment is set up.

Mount Volume *®
& wiount | G = &) Refresh Volume Name: svmnfs_vol_src_vault 4
Path Mount a volume to a junction in the Storage Virtual .
4% | Machine's namespace. Junction Name: svmnfs_vol_src_vault
F svmfnsdst Junction Path: i Browse...

Mount
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After you have mounted the destination volume to the local namespace, it will be accessible to the Veeam server. To rescan

the system, you can either wait for an automatic rescan or you can manually initiate a rescan of the controller by executing
through the Veeam GUI. As soon as the rescan is finished, you will be able to browse the snapshots and see all the VMs
assigned to that volume. You may now also use backup from storage snapshot from the secondary NetApp controller.

Manage Volume

n an object name t

Storage Infrastructure | Ty

{0 hourly.2015-10-15_1305 || Mame Host
(1) snapmimor.2c5dak53-4292-11e5a6c @h&st\fle <Unknown =
(&0 hourly.2015-10-15_1205
4 £ RALPCDOTO2
I svmiscsidst
4 svmrfsdst
b [ svmrfs_root
I 8 swmnfs_vol_NFS_vault
4 [ svmnfs_vol_src_vault
(&) snapmimor.2c5dab53-4292-11e5a6c ”

ry

On-Demand Sandbox for Storage Snapshots

With the release of Veeam Backup & Replication v9, the virtual lab and verified recoverability feature was enhanced
by adding the capability to use storage snapshots as the source for running these kind of tasks. In this section, you will
see how this needs to be configured and what is important to know.

To use the On-Demand Sandbox™ for Storage Snapshots feature, you need to have a properly configured NetApp
integration in place. In addition, all the VMs that you wish to use within the virtual lab need to belong to a volume that
on the integrated NetApp system.

The first step is to create a virtual lab. This is an example of a basic virtual lab. For examples of advanced virtual lab
configurations, please refer to Veeam's documentation. To create a virtual lab go to Backup Infrastructure ->
SureBackup -> Virtual Lab.

4 % Scale-out Repositories
£, SOBRO1
£ WAN Accelerators
@ Service providers
4 & SureBackup
& Application Groups
L Virtual Labs
4 @ Managed servers
:'E_:i WMware vSphere
|_:='-_ Microsoft Windows

EE BACKUP & REPLICATION
ifgg BACKUP INFRASTRUCTURE
VIRTUAL MACHINES

Next, right click on Virtual Lab and you will see a context menu where you can choose Add Virtual Lab.
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I%I‘uﬁr
4 (iE"'] Manag

tual Labs

5% Add Virtual Lab...

=R

;& Connect Virtual Lab...

ﬁ = Microsoft Windows

Provide a name for the Virtual Lab and click Next.

On the following page, select the host you would like to use for the virtual lab. You can define a specific folder

and resource pool as well.

Host
Specify host to run this vitual lab on. The host can be both standalone, and a part of cluster.

| | Choose...

Name Host:

rpesx01 rp local
Host

Statistics

Datastore VMs: 24 total
p— 5 running
MNetworling

Folder: don't create
Ready to Apply

Resource pool: don't create

Next, define the datastore where changes are going to be written to. As soon as the virtual lab starts up, you will see a

temporary VM folder which is used for the changes within the VM during your tests.

Datastore

New Virtual Lab

Choose datastore to store redo logs on. Redo logs are temporary files where vitual disk changes are accumulated while virtual
El machines are running from read-only backup files

Name Datastore:

[cDoT_ise:

si

| | Choose |

Host

Datastore info

At the Networking step of the wizard, select the type of network settings required for configuring the virtual lab.

The virtual lab configuration depends on objects that you plan to verify in the virtual lab.

Veeam Backup & Replication offers two networking modes for the virtual lab in which VMs from backups can be verified:

«  Basicsingle-host. This networking mode is recommended if all VMs that you plan to verify, VMs from
the application group and the backup server, are located on the same production network. In this case,
Veeam Backup & Replication will automatically define all networking settings for the virtual lab.

¢  Advanced single-host. This networking mode is recommended if VMs that you plan to verify and/or VMs
from the application group are located on different networks. In this case, you will have to manually define settings

for isolated networks in the virtual lab.

*  Youcan also verify VM backups in Advanced Multi-Host virtual labs with DVS. This scenario can be helpful
if you want to test VM backups and replicas in the same virtual lab or want to add verified VM backups and replicas

to the same SureBackup® job.

In this example, we are selecting the Basic single-host configuration. In a production deployment, we recommend
choosing one of the advanced configurations. For details please have a look at our official documentation
(https://helpcenterveeam.com/backup/vsphere/create_vlab.html).
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New Virtual Lab -

Networking
Specify whether the virtual machines to be run in this vitual lab are connected to a single, or muttiple production networks.

Name (® Basic single-host (automatic configuration)
Automatic configuration of virtual lab netwarking. |solated network is created using parameters of
Host networl that the Veeam Backup server is located in, which is azsumed to be production netwarlc.
Recommended option for corfigurations with a single production network.
Datastore
Promy

) Advanced single-host {manual configuration)
Networking Manual corfiguration of virtual lab networking. Recommended for advanced scenarios, when
some production virtual machines have dependencies on virtual machines located in different

Ready to Apply networkes. This option also enables access to additional networking configuration settings.

Applying Configuration

New Virtual Lab -

Proxy
& Configure proxy appliance to be used for this virtual lab. Proxy appliance is required to enable functionalty such as automated
El recovery verfication and universal application item restore (U-AIR]).

Name The proxy appliance provides Veeam Backup server with access to virtual machines running in the
isolated virtual lab. Without proxy appliance., recovery verfication and item restore operations can
Host only be perfformed manually, through the VM consale.

Use proxy appliance in this vitual lab (recommended)
Datastore
Proxy appliance YM settings

Prowy Name: Virtual_Lab_2

Networking Production network connection

Ready to Apply Production network:  LAN

Applying Corfiguration IP address: Obtain automatically

DNS server: Obtain automatically

[ Allow proxey appliance to act as intemet proxy for virtual machines in this lab

o ~
el =

In the next window, you will see a summary of all the settings you defined before. Click on next to start the deployment
of the virtual lab within your environment. Depending on the workloads running on our system, this could take several
minutes to complete. After the virtual lab is created, you will that lab appear in the GUI.

g X

Edit Remove
Virtual Lab Virtual Lab
Manage Virtual Lab
BACKUP INFRASTRUCTURE NAME HOST PLATFORM DESCRIPTION
‘%‘ RLPVLO1 ripesx01.rip.lo... VMware Created by RLP\Administrator at 22.10.2015 12:05.
E Backup Proxies
Backup Repositories

70 (I

a4 = Scale-out Repositories
E:, S0BROY
&n WAN Accelerators
@ Service providers
r & SureBackup
& Application Groups
b, Virtual Labs
4 @ Managed servers
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Now that the virtual lab is ready, you can proceed with creating the application group you would like to use with
the virtual lab. Go to Backup Infrastructure — SureBackup — Application Groups.

Right click on Application Groups. You will see a context menu where you have to select Add App Group.

4 4 SureBackup
& Application G 5 Add App Group...
gb, Virtual Labs
P @ Managed servers

M s -~

In the first window, define a name and description for the new group and click on Next.
In the next window, you have to define the VMs you want to use within the Application Group. Click on Add VM

and select, Storage Snapshot to use the NetApp Snapshots as a source.

Application group VMs:
VM Role Memaory  Source Status | Add VM

From backups...

From replicas...

| From storage snapshots... |

You will now see all the storage snapshots that Veeam has discovered and will able to use for the sandbox. Browse the
snapshots and select the VMs you would like to use within your application group.

Select VM ]

Select virtual machine:

Job name Last restore point VM count Restore poi
> &Iun_ES)ﬂ_\rol [CDOT _iscsi) 22.10.201512:35:28 1

> &svmiscsi_lun_ESX'l _wol_vault 22102015 12:35:28 11

» %svmrﬁs_\ml_N F5_vault 20.10.2015 20:.42:49 1

» &svmrﬂs_vol_NFSvﬁ_\tauh 22102015 12:04:57 1

> %VDLNFS nfs) 22.10.201512:06:15 1

> %VDLNFSVE {vol_NFSwS) 22.10.2015 12:06:15 1

After you have added the VMs to the application group, you can set different options on which verification tasks should
be processed within the VM. To do this, select a VM and click Edit.

Verification Options - Group ILI

Rols |Startup Options | Test Scripts I Credentials |

bplications which other vitual machines are dependert on.

Celect roles ortroller, DNS server and DHCP server.
Role
DMNS Server
Domain Controller Source Status
Global Catalog Storage snapshat
[] Mail Server Storage snapshat
[[] saL Server
[] Web Server

Please refer to our documentation about the detailed setting you can choose within the verification options. If you don't
wish to run any verification jobs, just leave the default configuration settings in place. By clicking Next, you will have a
summary of the previously selected options.

After you have finished the creation of the application group, you will see the group within the GUI.
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BACKUP INFRASTRUCTURE

E Backup Proxies
5 Backup Repositories
4 Eh Scale-out Repositories
2, SO0BROY
&£ WAN Accelerators
’ﬁ Service providers
2 & SureBackup
& Application Groups
b, Virtual Labs

NAME PLATFORM VM COUNT DESCRIPTION
&‘ App01 VMware 2 Created by RLP\Administrator at 22.10.2015 12:10.

Now that the virtual lab and Application group are created, you are ready to boot up the virtual lab. Click on SureBackup.

Manage SureBackup

BACKUP INFRASTRUCTURE

B Backup Proxies
[ Backup Repositories
4 E, Scale-out Repositories
. SOBRO1
2 VIAN Accelerstors
{3 Service providers
4 [ SureBackup
{5 Aclication Groups
b, Virtual Labs
4 (% Managed servers
|G VMware vSphere

12 Microsoft Windows

Eﬁ BACKUP & REPLICATION

i

-3

Add Virtual Lab

A Virtual Lsb requires 3 host on which to run vircual machines (VMs), and 3 datastors to store disk changes producad while running a VM from 3 backup file. An isofatad vitual lab
network is automaticaly created based on the production network selected to be miored in the lab.

VMs in the isolated virtual lab network are accessble from the production network through a helper proxy applance that is automatically configured and deployed to the selected ho
as part of Virtual Lab creation.

Add Application Group

An Application Group defines virtual machine (VM) dependencies by specfying the required beot order of VMs supporting a given application or service. An Application Group typically
includes a domain controller, a DNS server, and a DHCP server (unless static IP addresses are used).

Al VMs in the Application Group selected for 3 given SureBackup job are started in the specfied order and remain running until the SureBackup job finishes.

Add SureBackup Job
To set: up a SureBackup job, select the Application Group containing the core infrastructure services that the virtual machines (VMs) to be run in the Virtual Lab are dependent on,
and specfy which backup jobs you want to use.

Whil the SureBackup job runs in recovery verffication mode, all VMs from the selected backup jobs are started and verffied one by one. When the SureBackup job is inftiated by a U
AIR request, only the required VM from the specified backup job(s) is started (in addition to the VMs in the specified Application Group).

Run SureBackup Job

To start 2 SureBackup job against the ktest backup, go to the Jobs node in the Backup & Replcation tree tab, Select and start the job. To start a SureBackup job aganst an earier
restore point, use the Start To command and select the desied date and time.

For each SureBackup job run, a new session is created liting all processed virtual machines (VMs). Clicking a running VM in the session detais window opens the VM console. Right-
dlicking 3 VM provides options to restart the VM or invoke an Application Item Recovery wizard (avaizble for certain VM roles only).

Select Add SureBackup Job to create a new task.

Define a name in the first step and select the virtual lab you would like to use in the second step.

Virtual Lab

CE Choose the virtual lab to run this job in.

Name
Virtual Lab
Application Group

Linked Jobs

New SureBackup Job -

Virtual lab:
[RLPYLDT v

Created by RLP"Administrator at 22.10.2015 12:05.

Virtual lab info

Now select the Application Group you would like to link to this job to.

Application Group
CE Choose the application group for this job and verify that all required backups are available.

Name

Virtual Lab
Application Group
Linked Jobs
Settings

Schedule

Application group:
[ 2001 v

Created by RLP"\Administrator at 22.10.2015 12:10.

Application group info:

WM Role Source Backup Status
testrfs 1 ) Storage snapshot Ok (1dayag...
testrfz-split Storage snapshot QK less than ...

If you would like to keep the lab running, select the following option after the tests are finished:
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[ ] Keep the application group running once the job completes

This option enables performing additional manual verfication, or userdirected application item
recovery for vitual machines in this application group.

All the following steps are optional and can be used if required. At the end, you can create a scheduler if you would like
to run the job on a regular basis.

At the summary page, click Finish to complete the configuration.

Now your SureBackup Job, based on NetApp Snapshots, is configured and ready to use. You can find the job under
Backup & Replication — Jobs — SureBackup. Select the Job and click Start to run it.

JOD Lontrol Uetalls car
BACKUP & REPLICATION MNAME + PLATFORM STATUS LASTRESULT ~ MEXTRUN
{8} AD_F Muiar Stopped <not scheduler

= & Start
4 ¥ Jobs prs
42 Backup
H‘%‘; SureBackup
4 EE_' Backups Statistics

Storage snapshots Report

¥

Start to..

vt

Stop

Granular ONTAP permission
for Veeam Backup & Replication

NetApp ONTAP in both 7-Mode and ONTAP, gives you the option to define users with limited access rights within
ONTAP. Through this option you can ensure that external applications, like Veeam, are only able to execute the
necessary commands and APl requests. In the following section, you can find the minimum required level of access to
get the Veeam storage integration for NetApp working. You will also find the commands to be executed to create the
relevant objects on your NetApp system.

Granular permissions for 7-mode ONTAP
For NetApp's running in 7-mode, Veeam requires the following minimum access rights within ONTAP:

login-http-admin
api-system-*
api-license-*
api-volume-*
api-net-*
api-options-*
api-vfiler-*
api-gtree-*
api-nfs-*
api-snapshot-*
api-lun-*
api-iscsi-*

api-feature-*

© 2017 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners.



Configuration Guide and Best Practices for NetApp and Veeam Backup & Replication 9.5

api-registry-*
cli-options
api-fcp-*
api-file-*
api-igroup-*
api-clone-*
api-snapvault-*
api-snapmirror-*
api-cf-*

In 7-mode you have to create a role which defines the access rights and assign the role to a group. Finally, a user needs to be
created and mapped to the group. In the following CLI example, we show you how you can create these required objects.

Please check the current NetApp documentation (NetApp System Administration Guide) for your ONTAP version
for the latest CLI commands.

1. Createtherole

The following command creates the role Veeam, including all the required access rights on ONTAP and a comment
Veeamrole.

useradmin role add Veeam -c “Veeam role” -a login-http-admin,apisystem-*,
api-license-*,api-volume-*,api-net-*,api-options-*,apivfiler-%*,
api-gtree-*,api-nfs-*,api-snapshot-*,api-lun-*,api-iscsi-
*,api-feature-*,api-registry-*,cli-options,api-fcp-*,api-file-*,apiigroup-*,

api-clone-*,api-snapvault-*,api-snapmirror-*,api-cf-*

With the next command, you can check that the role Veeam was created successfully and is configured with all
the required access rights.

useradmin role list Veeam
2. Createthegroup

After the role is created, you may create the group. In this example, the group is called Veeam with the comment
Veeam Backup Group and the role, Veeam, assigned to it.

useradmin group add Veeam -c “Veeam Backup Group” -r Veeam

With the group list command, you can verify if the group was created successfully and if the role is assigned.
useradmin group list Veeam

3. Createtheuser

Now that role and group are ready, you may create the backup user while the NetApp system is added to the Veeam
interface. Please replace the <user_name> with the name you desire. It will be assigned to the group Veeam with the
comment Veeam Backup User.

useradmin user add <user name> -c “Veeam Backup User” -g Veeam
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Granular Permissions for ONTAP

For NetApp' systems running in ONTAP mode, Veeam requires the following access rights:
DEFAULT readonly
cluster readonly
fcp readonly

file readonly
igroup readonly
iscsi readonly
network readonly
node readonly
security readonly
security login readonly
set readonly
snapmirror all
system readonly
version readonly
gtree readonly
lun all

nfs all

snapshot all
volume all
vserver all

In CDOT you have to create a role which defines the access rights and assign the role to a user. In the following CLI
example, we show you how you to create the required objects.

Please check the current NetApp documentation (NetApp System Administration Guide for Cluster Administrators)
for your ONTAP version for the latest CLI commands.

1. Createtherole

The following commands are creating the role Veeam, including all the required access rights in ONTAP. Please replace
<cluster_name> with the name of your cluster.

security login role create -vserver <cluster name> -role Veeam

-cmddirname “DEFAULT” -access readonly

security login role create -vserver <cluster name> -role Veeam

-cmddirname “cluster” -access readonly

security login role create -vserver <cluster name> -role Veeam

-cmddirname “fcp” -access readonly

security login role create -vserver <cluster name> -role Veeam

—-cmddirname “file” -access readonly

security login role create -vserver <cluster name> -role Veeam

-cmddirname “igroup” -access readonly
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security login role create -vserver <cluster name> -role Veeam
-cmddirname “iscsi” -access readonly

security login role create -vserver <cluster name> -role Veeam
-cmddirname “network” -access readonly

security login role create -vserver <cluster name> -role Veeam
-cmddirname “node” -access readonly

security login role create -vserver <cluster name> -role Veeam
-cmddirname “security” -access readonly

security login role create -vserver <cluster name> -role Veeam
-cmddirname “security login” -access readonly

security login role create -vserver <cluster name> -role Veeam

-cmddirname “set” -access readonly

security login role create -vserver <cluster name> -role Veeam
-cmddirname “snapmirror” -access all

security login role create -vserver <cluster name> -role Veeam
-cmddirname “system” -access readonly

security login role create -vserver <cluster name> -role Veeam
-cmddirname “version” -access readonly

security login role create -vserver <cluster name> -role Veeam
-cmddirname “gtree” -access readonly

security login role create -vserver <cluster name> -role Veeam
-cmddirname “lun” -access all

security login role create -vserver <cluster name> -role Veeam

w ”

-cmddirname “nfs” -access all

security login role create -vserver <cluster name> -role Veeam
-cmddirname “snapshot” -access all

security login role create -vserver <cluster name> -role Veeam
-cmddirname “volume” -access all

security login role create -vserver <cluster name> -role Veeam
-cmddirname “vserver” -access all

With the next command you can check if the role Veeam was created successfully and shows all the required access rights.

security login role show -vserver <cluster name> -role Veeam
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2. Createtheuser

Now that role and group are ready, you may create the backup user while the NetApp system is added to the Veeam
interface. Please replace the <user_name> with the name you wish to use. It will be assigned to the role Veeam. Please
replace <cluster_name> with the name of your cluster. You will have to define the password after executing the command.

security login create -vserver <cluster name> -user-or-group-name

<user name> -application ontapi -authmethod password -role Veeam

Explanation of granular permissions

To run jobs with NetApp integration, the ONTAP system has to be added into the Veeam Backup & Replication engine.
The engine performs an ONTAP scan on a regular basis to determine all the information needed for features like Veeam
Explorer for Storage Snapshots or Backup from Storage Snapshots. The scan determines details like LIF/Interface
configuration, exports/igroups and the relation between VMware datastores and NetApp volumes. Most of this
information can be obtained by using the ONTAP API calls using read-only permission, however, some of this information
can only be obtained through full access privileges.

For example, to perform a rescan of a volume, the right to work with the volume needs to be given. Same for a LUN.
Another example is Backup from Storage Snapshot. To successfully perform a BfSS with NFS from a secondary ONTAP
system, the Veeam engine has to work with different APIs like SnapMirror, Volume, Snapshot and NFS.

These permissions are required to ensure that during a Veeam job the correct volumes are mounted by using
the correct exports/igroups and NetApp interfaces to the selected proxy server.

This means that all features and technologies within the Veeam engine are dependent on the information obtained
through an ONTAP scan. The displayed granular permission privileges are mandatory to perform the required scans
and API requests for Veeam's NetApp integration.

fl Storage Snapshot

Storage Snapshots

On-Demand
Sanbox for Storage
Snapshots

Instant Recovery
from Storage
Snapshot
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